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A nonequilibrium Green’s function model based on time-dependent perturbation theory is developed to
propagate electronic structure and molecular conductance of extended electrode-molecule-electrode nanostruc-
tures. In this model, we use the two-time variable nature of the Kadanoff-Baym equations of motion to
formulate a mixed time-frequency representation for the electronic density expressed by the appropriate
Green’s function �G��. This allows for the dynamical treatment of open systems. Furthermore, highly infor-
mative time-dependent Wigner distributions are used to shed light on the features of dynamical observables,
such as electron current. Calculations, performed on model systems, resolve the dynamic current into direct
and alternating components. The direct current is due to electronic open channels near the Fermi level and the
alternating response is due to interference fringes from a superposition of extended states. We analyze the
transient conductance with respect to the fundamental system’s parameters, the effect of bound states, and the
conductance driven by laser-induced coherence affected by detuning due to an applied dc bias. The amplitude
of the alternating transient current can be adjusted by reshaping the bias pulse or by controlling the electronic
coupling terms. Bound states may yield a persisting oscillating response depending on their relative electronic
densities. In the analysis we utilize the calculated highly informative time-dependent current distributions.
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I. INTRODUCTION

The essence of nanoscience research is the further minia-
turization of devices. Molecular electronics serves as a natu-
ral continuation of this research, where the aim is to design
electronic devices and applications based on structure-
function relations defined at the molecular level. The increas-
ing interest in molecular and nanoscale electronics is marked
by remarkable strides in the ability to fabricate molecular
junctions and to measure their conductance properties.1–17

These advances are accompanied by the development of
computational tools to model conductance at the fundamen-
tal level. Computational tools are a key ingredient for gener-
ating device scale insight on the processes that affect the
electronic transmission.

Most current advanced computational treatments are
based on implementing the nonequilibrium Green function
�NEGF� formalism, where density-functional theory is used
to evaluate the electronic integrals.18–26 Here, we emphasize
that, however, most NEGF implementations describe the
conductance at steady state where transient effects are disre-
garded. A related problem of high interest is the study of
conductance under the influence of a time-dependent �TD�
perturbation such as an alternating-current �ac� field or a la-
ser field. A large body of research has revealed a host of
fascinating quantum effects associated with photoassisted
conductance in mesoscopic systems such as absolute nega-
tive conductance, Coulomb blockade, and Kondo effects
driven by ac fields.27–33 Even more fundamental is the inabil-
ity of most treatments to describe deviation from direct cur-
rent �dc� conductance under steady conditions of molecular
or nanoscale electronic channels.34–36 More recently, ac re-
sponse to a potential pulse �“ringing” mode� has been asso-
ciated with the presence of bound states.37,38 These states are
localized to the device. Consequently they do not facilitate

resonant tunneling through broadening in contrast to con-
ducting molecular states entangled with the electrodes.

This underlies most of the motivation for implementing
TD treatments as an alternative to the widely used NEGF
scheme for describing electron transport. Some of these
treatments use TD density-functional theory �DFT�
formalism.36,39–48 These TD treatments have the potential to
describe time-dependent effects related to the applied poten-
tial bias and the transient conductance evolving toward a
steady state. However, the coupling of the propagated elec-
tronic density to electron baths results with difficulties for
achieving reliable modeling. The time propagation of open
systems as referred to above is especially challenging due to
the need to properly treat dissipation effects. These effects
mainly originate from the nonequilibrium nature of the ex-
tended systems. The Kadanoff-Baym �K-B� equations of mo-
tion �e.o.ms� as defined by the Keldysh contour49–53 inher-
ently account for all quantum-mechanical states of an open
system including all ionization states. Namely, all possible
occupation numbers are used in averaging through the use of
the grand-canonical probability expression. The particle ex-
change with the baths leads to system equilibration that
broadens the device region-based energy states.

A formal expression describing TD conductance based on
Keldysh NEGF formalism was developed over a decade
ago.34 In Keldysh formalism, the complexity of the full TD
description requires using temporally nonlocal electron-
electron interaction self-energy52,53 �SE� terms. For steady-
state descriptions, on the other hand, more tractable one-
variable expressions can be used. A full Keldysh NEGF-
based approach employing a mixed time-frequency
representation by integrating a TD Dyson equation was
reported.54 Treatments that use DFT to describe the electron-
electron SEs through a high level mean-field expression in
Keldysh formalism were also achieved.41,45,55 These treat-
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ments provide useful insight to the time dependence of the
modeled conducting channel responding to different forms of
a TD bias pulse.

Most descriptions of dynamic transport, which are based
on many-body GF-based formalisms, follow the seminal
work of Jauho et al.,34 where a partitioning scheme was uti-
lized for describing the unperturbed system. In this picture
the coupling of the two bulks through the device region is
turned on only as part of the perturbation to which the dy-
namical response is studied. In this case, the unperturbed
system’s components are kept each in thermal isolation. A
more meaningful description includes equilibration of the
device-based conducting channels with the electron baths in-
finitely prior to switching on the perturbation. This physi-
cally more appropriate nonpartitioned approach was sug-
gested first by Cini56 for a simple model system and was
recently used in several real-time-based propagations.41,45,57

The equilibration in the initial electronic density accounts for
dipoles induced across the different regions. These initial-
state effects might be dissipated in the steady-state descrip-
tion �if convergence is achieved�. They are, however, crucial
for addressing transient effects upon the application of the
potential bias perturbation.

The propagated electronic device states undergo broaden-
ing to form energy bands due to their coupling to an ex-
tended system. Our approach is based on solving the K-B
electronic e.o.ms as defined by the Keldysh contour �KC�
with SEs defined in the frequency domain. This was per-
formed within the nonpartitioned scheme, where we time
propagate an open system with bulk-induced broaden elec-
tronic states. In this scheme, the response of the device dis-
crete states to the band structure is directly accounted for by
the propagated electronic density.

It is important to emphasize several key ingredients and
features of our approach. Our frequency space-based scheme
provides a desirable and efficient alternative to procedures
which are based on real-time propagation schemes41,45,57 as
difficulties in defining efficient time propagation or stepping
techniques are avoided. These difficulties are especially im-
portant when dealing with dissipation effects due to open
systems. This is achieved here by using SE expressions in
the frequency domain and utilizing highly efficient perturba-
tion approaches. In general, the SE models defined in the
frequency domain �FD� are also more compact in represent-
ing energy-coherence driving time-dependent perturbations,
whereas the real-time representations of the SEs result with
more complex expressions. Pure real-TD expansions require
using �sufficiently� larger models of the bulk for reliably de-
scribing electron flow.

We derive a master equation projecting the full system to
the device region in the mixed time-frequency representa-
tion. An analytical expression is subsequently implemented
and used to study TD aspects of the electron transport, where
a wide-band type of an approximation is used for describing
the bulk. In our approach, we directly calculate the time de-
pendence of frequency resolved current, namely, the Wigner
form of the current distribution. This provides the most fun-
damental physical insight of the device response to the ap-
plied potential. We use this formalism to study the TD con-
ductance through model electronic channels. We explicitly

show the origin of an ac component due to the temporal
effects of the applied dc pulse. Namely, its relation to a ring-
ing response of the current upon an abrupt change of the
potential bias was studied. The ac response to a variety of dc
bias-switching �turn-on/off� rates is shown to be related to
interferences due to superpositions of device-based elec-
tronic states. This ac response dissipates with different rates
due to bulk-induced quantum dephasing effects.

II. METHODS: TIME-DEPENDENT ELECTRONIC
CONDUCTANCE

Quantum many-body theory, as described by the Keldysh
formalism,58 can study the dynamics of systems with varying
numbers of particles at the ab initio level. This amounts to
calculating expectation values of dynamical variables in the
grand-canonical picture. This formulation can describe well a
quantum-mechanical system coupled to a bath represented
by statistical formulation. We begin our derivation by intro-
ducing the Keldysh formalism and the related nonequilib-
rium GFs,49,50,58 which are then used to express the elec-
tronic equations of motion in the following subsection. These
two introductory subsections are used in the later parts as the
starting point for implementing a time-dependent formalism
for describing conductance through electronic bulk-coupled
channels. In the third to sixth subsections, we derive the
propagation equation for the electronic density, bulk repre-
sentation aspects, current evaluation, and details of the mod-
els implemented. This section is then followed by applying
the TD approach to model systems focusing on the conduc-
tance through few broadened electronic channels.

A. Introduction to the Keldysh-contour formalism

We begin by considering the Hamiltonian expressed by

second quantization field operators, �̂�x�� and �̂†�x��, which
destroy or create an electron at x�:

Ĥ�t� =� dx��̂†�x��h�x�,t��̂�x��

+� dx�� dx���̂†�x���̂†�x���J�x�,x����̂�x���̂�x��� . �1�

In this expression J corresponds to two-particle interactions
and h is the one-particle Hamiltonian, which includes the
kinetic energy and a possible time-dependent applied exter-
nal perturbation �v�x� , t��. Below we specialize our treatment
to the case of electrons, where the anticommutation rules
apply to these operators.

We now assume that the finite electronic system is
coupled to electron reservoirs �baths�. For a grand-canonical
ensemble the number of electrons is not conserved. At ther-
mal equilibrium, however, the average number of electrons is
constant. The corresponding density and partition function
are

�̂� = exp�− ��Ĥ − �N̂��/Z, Z = Tr��̂�� . �2�

We emphasize that the trace is over all possible particle num-

bers. At the initial steady state the trace �Tr��̂�Ô�� describes
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the expectation value of the operator �Ô� for the unperturbed
�isolated� system with the density operator �̂� defined over a
complete set of states in the Hilbert space.

We now consider the TD Schrodinger equation �TDSE� in
the Heisenberg picture. Let H�t� be the Hamiltonian of a
system, which remains at equilibrium up to t�, when it is
being perturbed:

Ĥ�t � t�� = Ĥ�. �3�

In the Heisenberg representation the time evolution of the

expectation value of Ô �for t� t�� is

O�t� = �ÔH�t�	 
 Tr��̂�Û�t�,t�ÔÛ�t,t��� , �4�

where Û�t , t�� is the time evolution operator which relates
the solution of the TDSE at time t to time t�:

���t�	 = Û�t,t�����t��	 . �5�

This can be used now, after assuming that Ĥ and N̂ commute

to reexpress �̂�= Û�t0− i� , t0�. Therefore, the time evolution

of a Ô is

O�t� =
Tr�Û�t0 − i�,t0�Û�t0,t�ÔÛ�t,t0��

Tr�Û�t0 − i�,t0��
. �6�

Thus, the time variable can be analytically continued to the
complex plane �Fig. 1� provided that the Hamiltonian is

shifted by the chemical potential �: Ĥ→ ĤG
 Ĥ−�N̂, where

N̂ is the particle-number operator. The resulting complex
time contour �Fig. 1� is referred to as the KC.58 The KC
relates a dynamic electronic system experiencing a time-
dependent perturbation to its thermally equilibrated initial
state. Several operators which properly propagate the system
can be defined by choosing branches on the contour. This
results with the formulation of the electronic equations of
motion, which are often referred to as the K-B equations.49,51

These are used in the following subsection in developing our
implementation for describing electronic current. Further
general details of this formalism can be found elsewhere.59

B. Electronic equations of motion

The central quantities of Keldysh and NEGF formalisms
are the one-body Green’s functions �GFs� �Refs. 49, 50, and

60� or propagators, which are functions of two space-spin
and time coordinates �x=x� , t�, with time variables defined on
the Keldysh contour �Fig. 1�. The need for the two variables
is a direct consequence of the nature of the electronic struc-
ture, which involves two-body electrostatic Coulomb inter-
actions. These two-time variables are ordered on the contour,
where their relative positions determine the type of GF. The

propagators are defined by the pair of field operators ��̂�x��
and �̂†�x���� at times t and t�, respectively:

G�x,x�� 
 − i
Tr�Û�t0 − i�,t0�T̂C��̂H�x��̂H

† �x����

Tr�Û�t0 − i�,t0��
. �7�

In the Heisenberg picture, these operators take the form

�̂H�x� = Û�t�,t��̂�x��Û�t,t�� . �8�

The contour ordering operator, T̂C, can be expanded, allow-
ing the GF to be expressed as a sum over two types of GFs
related to the relative positions of the two-time variables on
the contour:

G�x,x�� = ��t,t��G��x,x�� + ��t�,t�G��x,x�� , �9�

where the step function, ��t , t��, is one if t is later than t� on
the Keldysh contour. This does not necessarily imply that t
� t� on the real-time axis. The contour has on the real axis a
forward branch �t� , t�, a backward branch �t , t��, and a branch
along the imaginary axis at t� �t� , t�− i��. This results in seven
GFs, depending on the particular order and choice of the
branches to which the two-time variables belong.

The different K-B equations are related to each other
through analytic continuation as set forth by the KC. Here
we focus on the G�, which provides the electronic density
through: ��x�=−i limx�→x G��x ,x�� �x, x� are space-time
variables, as defined above�. The one-particle K-B e.o.m of
G� includes explicit two-body interactions �i.e., electron-
electron repulsions� through SE �Refs. 49, 50, 52, and 53�
functions �	�, which are, in general, functions of the GF.
Here, we are neglecting electron-electron SE interaction
terms. The complete one-body Hamiltonian takes the follow-
ing form:

h�x� = h0�x�� + v�x� , �10�

with v�x� being the time-dependent external potential acting
on the electrons, and h0�x�� represents the electron kinetic
energy and electron-nuclear attractions. The influence of the
coupled extended electronic systems �the electrodes� can be
represented through appropriate SE terms as detailed below.

We start with the KB equation and conjugation relation
for the lesser GF �Eqs. �11� and �12��. The time variables in
these equations are on the real branches of the Keldysh con-
tour:

�i
�

�t
− h�x�
G��x,x�� = 0, �11�

�G��x,x���� = − G��x�,x� . �12�

FIG. 1. The Keldysh contour.
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Localized basis functions are used to represent the differ-
ent operators. These basis functions are used for defining the
projection of the influence of the bulk on the device region.
The unperturbed equilibrated system is described in this rep-
resentation as discussed in detail below. Here, we focus on
the propagated G�, which is expressed in this linear combi-
nation of atomic orbital �LCAO� basis as

G��x,x�� = �
i,j

Gi,j
��t,t��
i�x��
 j�x��� , �13�

and hi,j�t�=�dx�
i�x��h�x�
 j�x��. In this representation we also
write the overlap of the nonorthogonal basis functions as
Si,j =�dx�
i�x��
 j�x��. The system is propagated in an orthogo-
nalized basis where h and S commute. This transforms Eqs.
�11� and �12� to

�i1
�

�t
− h�t�
G��t,t�� = 0, �14�

�G��t,t���† = − G��t�,t� . �15�

Conjugate transposing Eq. �14� and substituting Eq. �15�
gives

− i
�

�t�
G��t,t�� − G��t,t��h�t�� = 0. �16�

Next, we combine Eqs. �14� and �16� by rewriting in
terms of the time variables: t̄


t1+t2

2 and �t
 t1− t2, and not-
ing that � /�t̄=� /�t1+� /�t2:

�

� t̄
G��t̄,�t� = i�G��t̄,�t�h� t̄ −

�t

2
� − h� t̄ +

�t

2
�G��t̄,�t�
 .

�17�

C. Propagation in a mixed time-frequency representation

The brute force solution of an expansion involving two-
time-domain variables is computationally intensive �Eqs.
�14�, �16�, and �17��. Most steady-state descriptions, on the
other hand, utilize the ability to simplify the expression by
collapsing the two-time variables to a single time difference
variable. Pure time-domain representations require using suf-
ficiently large clusters to reliably treat conductance through a
device region. In the frequency domain, on the other hand,
self-energy expressions can use a cluster model to effectively
represent any open system. Here we note that the conver-
gence of bulk-coupling self-energy models with their size
has been analyzed by us.61 Frequency domain bulk-SE mod-
els are employed in our TD approach.

We now consider introducing a frequency-domain vari-
able by Fourier transforming the above time-domain expres-
sion. The combination of the two adjoined K-B equations
�Eq. �17�� facilitates the use of time-dependent perturbation
theory �PT� as the propagation method. A generalized Fou-
rier transform operator �F�:

F�f��t�� 
 �
−�

�

d��t��ei�
̄+i���t���t�

+ ei�
̄−i���t��− �t��f��t�


 f1�
̄� + f2�
̄� 
 f�
̄� , �18�

where �→0+, leads when applied on G��t̄ ,�t� to

G��t̄,
̄� = G1
��t̄,
̄� + G2

��t̄,
̄� , �19�

where

G1
��t̄,
̄� = �

−�

�

d��t�ei�
̄+i���t���t�G��t̄,�t� ,

G2
��t̄,
̄� = − G1

†��t̄,
̄� . �20�

The use of the two branches, where � is the step function,
ensures that the transformed function approaches zero as �t
approaches ��.

We now focus on the e.o.m. for the transformed GF:
G��t̄ , 
̄�. This mixed time-frequency representation, as used
below, provides substantial physical insight into the elec-
tronic response aspects of the propagated model system. The
generalized FT �Eq. �18�� is applied to the reexpressed time-
domain K-B equation �Eq. �17��. Here, the actual trans-
formed quantities take the following form: F�v�t̄
+�t /2�G��t̄ ,�t�� and F�G��t̄ ,�t�v�t̄−�t /2��. There are
four such terms to be transformed where, for example, by
using standard FT relations:

�
−�

�

d��t�ei�
+i���tv� t̄ +
�t

2
�G��t̄,�t����t�

= �
−�

�

d
�v�t̄,
��G1
��t̄,
̄ − 
�� , �21�

and

v�t̄,
̄� =
1

�
e−i2
̄t̄�

−�

�

dtei�2
̄�tv�t� =
1

�
e−i2
̄t̄ṽ�2
̄� . �22�

This is performed on all terms expressed by G1 and G2,
where by symmetry the resulting e.o.m. becomes

�

� t̄
G��t̄,
̄� = i�G��t̄,
̄�,h0� + i� d
��G��t̄,
̄ + 
��v�t̄,
��

− v�t̄,
��G��t̄,
̄ − 
��� . �23�

This relation is accurate also for nonvanishing � values.
Here, both the perturbation v�t� and h0 are Hermitian as they
still represent the full �nontruncated� system. Furthermore,
we rewrite G��t̄ , 
̄� as the sum of a contribution in the ab-
sence of a perturbation G0,��
̄� and the remainder
�G��t̄ , 
̄�
G��t̄ , 
̄�−G0,��
̄�. The G0,��
̄� is t̄ indepen-
dent by definition of the GF �Eq. �7��. This allows us to
rewrite Eq. �23� in a form suitable for TD PT where the
zeroth order term is the lesser GF in the absence of a pertur-
bation �see Appendix for further discussion�:
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�

� t̄
�G��t̄,
̄� = i��G��t̄,
̄�,h0�

+ i� d
��G��t̄,
̄ + 
��v�t̄,
��

− v�t̄,
��G��t̄,
̄ − 
��� . �24�

We recast Eq. �23� into an iterative equation by writing
G��t̄ , 
̄� as a dressed form,

�G��t̄,
̄� = e−ih0�t̄−t0��G��t̄,
̄�eih0�t̄−t0�, �25�

thus eliminating the terms with h0 in Eq. �23� and leaving
only the perturbing terms with v�t̄ , 
̄�. The resulting time-
differential equation is expressed as

�

� t̄
G��t̄,
̄� = i�

−�

�

d
�eih0�t̄−t0��G��t̄,
̄ + 
��v�t̄,
��

− v�t̄,
��G��t̄,
̄ − 
���e−ih0�t̄−t0�. �26�

Integrating provides

G��t̄,
̄� = G��t°,
̄� − i�
−�

t̄

dt̄�� d
�

��eih0�t̄�−t0��G��t̄�,
̄ + 
��v�t̄�,
��

− v�t̄�,
��G��t̄�,
̄ − 
���e−ih0�t̄�−t0�� . �27�

Hence, the solution for this e.o.m. by time-dependent pertur-
bation expansion is provided by

G��t̄,
̄� = G0,��
̄� + i�
t0

t̄

dt̄�

�e−ih0�t̄−t̄��� d
��G��t̄�,
̄ + 
��v�t̄�,
��

− v�t̄�,
��G��t̄�,
̄ − 
���eih0�t̄−t̄��. �28�

We note through an appropriate choice of h0 as discussed
above, G��t̄ , 
̄�=G0,��
̄� in the absence of a perturbation.
Thus, t̄ independence of the initial GF is satisfied and no TD
artifacts are introduced at the unperturbed conditions.

Here we also note that h0 represents the full system and is
still assumed to be Hermitian. However, upon defining a fi-
nite space for propagation and due to coupling to the bulks,
non-Hermitian terms have to be added to the propagation
Hamiltonian. In the next subsection we implement a master
equation, which properly represents the bulk effects within a
finite �device� region. In treating molecular or nanoscale
electron transport, one naturally refers to the device region as
the propagated space under the effect of coupling to the two
electrodes.

D. Simulating semi-infinite electrodes

For description of TD conductance the electronic density
at the unperturbed state has to be properly evaluated for de-
fining the initial conditions of the propagation. The initial
G0

� �i.e., the unperturbed equilibrated system� must describe

well the steady state, which is thermally equilibrated with the
electron baths. We remind that, in this physically proper non-
partitioned view,56 the different subsystems are allowed to
reach thermal equilibration as one system. Namely, their cou-
pling is not part of the turned on perturbation. This has been
highlighted by several recent studies.41,45,57

The Keldysh formalism is used to properly account for
the thermal equilibration of the device with the electrodes.
This is achieved by a Matsubara GF �GM�, which corre-
sponds entirely to the imaginary part of the Keldysh contour.
Through KC continuation

GM → G��t0,t0� 
 G0
�, �29�

an expression for the G� at steady state is obtained from the
GM. A proper treatment of the steady state including a solu-
tion of the GM is required to allow any dc response. This is
essentially equivalent to imposing the grand-canonical pic-
ture to allow for particle exchange between the coupled sys-
tem and bath. In the absence of a perturbation, G��t̄ , 
̄�
=G0,��
̄�=G1

0,��
̄�−G1
0,�†�
̄�, where

G1
0,��
̄� = iGR�
̄�G0

� = − GR�
̄�f�h0 − �I� . �30�

Here, the Fermi matrix f�A� is a function of a matrix and in
the limit of noninteracting electrons is given by f�A�
=e−�A�I+e−�A�−1, assuming A is Hermitian. This condition
is satisfied for the orthogonalized basis set, where h0
=S−1Õ2hS−1Õ2. The Fermi matrix above provides an analytical
solution for the GM in the case of noninteracting electrons.
Here, for clarity, we distinguish between the Hamiltonian in
the orthogonal basis, h, from the Hamiltonian expressed in

the localized atomic orbital �AO� basis h̄. We will use, in the
following sections, the localized basis for defining a device
region and to describe its coupling to extended bulk regions.
More specifically, we evaluate the unperturbed system in the
localized basis, whereas the propagation relations are all
implemented in the orthogonalized representation. These are
also the bases by which the related equations are expressed
in.

For a Hamiltonian of a closed system represented in a
finite basis, G0,��
̄� is diagonal in the basis that diagonalizes
h. This implies that G0,��
̄� does not introduce any off-
diagonal coherences and represents a purely equilibrated sys-
tem. On the other hand, an open system introduces a non-
trivial 
̄ dependence to the Hamiltonian �in the form of bulk
SEs�. In this case, G0,��
̄� can still be diagonalized by a
different unitary operator at each 
̄ provided that GR�t0 , 
̄�
and f depend on h0�
̄�. This amounts to propagating an ini-
tially decoherent statistical ensemble at each 
̄. If, on the
other hand, the initial-state description involves a GR�
̄� that
depends on h0�
̄� and the Fermi matrix �f� that depends on
the cluster h0, this initial-state description is not guaranteed
to be diagonalizable at each 
̄. This introduces additional
coherence effects at perturbation turn on. We emphasize that
this still will not introduce t̄-dependent artifacts in the ab-
sence of a perturbation by construction. Furthermore, the ini-
tial guess is guaranteed not to correspond to arbitrarily turn-
ing on the electron density of the leads at t̄= t0 since 
̄
depends on all �t.
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We focus, now, specifically on transport-related dissipa-
tion effects. There are several mechanisms which contribute
to dissipation of the current flow. These include optical life-
times, thermal decay due to interelectron interactions, and
quantum dephasing from the coupling to semi-infinite elec-
trodes. Optical lifetimes in most systems are usually long
compared to thermal and electrode bath lifetimes, and can
often be neglected. Thermal decay is, in fact, treated within
the Keldysh formalism by a second-order expansion of the
electron correlation self-energy �which we neglect in this re-
port�. To accurately include the remaining dissipation effect
due to quantum dephasing emerging from the coupled elec-
tron baths is still a challenging task. Our approach is based
on purely quantum propagation of an initially grand-
canonical ensemble �see Eq. �4� and related derivation�. This
is achieved by deriving a quantum master equation �rate
equation�.

For deriving the projected master equation we represent
the effects of the bulks by SE expressions. Electrode SE
expressions are widely used in formalisms implementing the
Landauer approach and its more sophisticated NEGF exten-
sion. In these schemes, which are formulated in the fre-
quency domain, the Hamiltonian of a cluster model is subdi-
vided into three regions. The subspaces within the cluster
model include two surface regions connected by the device
region. The bulk electrodes are represented explicitly by SE
terms, where, for example, the left electrode is described by

�l = �EScl − hcl�gll
r �
̄��ESlc − hlc� . �31�

The evaluation of the initial state also requires evaluating the
electrode’s surface GFs, g�ll,rr�

R �
̄�. This is described in the
next subsection.

To complete the description of the unperturbed �equili-
brated� system, the Gcc

R is evaluated as usual by inversion of
the Hamiltonian with the SE added to represent the bulk-
induced broadening effects:

Gcc
R �
� = ��
 + i�d�Scc − hcc − �l�
� − �r�
��−1, �32�

where the infinite nature of the system is represented by add-
ing the bulk SEs to the Hamiltonian defined within a finite
region. This amounts to

h0 → hcc + � = hcc + 1/2�� + �†� + 1/2�� − �†� , �33�

where a non-Hermitian component for the Hamiltonian is
now included. This associates finite lifetimes to the scatter-
ing states within the device region. A general master equa-
tion to project onto the device region is derived by rewriting
Eq. �23�:

i
�

� t̄
�Gcc

��t̄,
̄� = �hcc,�Gcc
��t̄,
̄��

+� d
��vcc�t̄,
��Gcc
��t̄,
̄ − 
��

− Gcc
��t̄,
̄ + 
��vcc�t̄,
���

+ �
−�

�

dt���R�t̄ − t���Gcc
��t�,
̄�e−ihcc�t̄−t��

− eihcc�t̄−t���Gcc�t�,
̄�	A�t� − t̄�� . �34�

The subscript cc refers to the device central subspace and
Gcc

��t̄ , 
̄�=Gcc
0,��
̄�+�Gcc

��t̄ , 
̄�. The full derivation of the
last equation is provided in the Appendix.

E. Models

The steady state defines the unperturbed system and there-
fore serves as the initial point of the time propagation treat-
ment. The proper thermalization of the full system has to be
treated well in the G0,��
̄� as explained above using the SEs
�Eqs. �29� and �30��. We comment also that the projected
Fermi matrix to the device region needs to include correction
terms due to the coupling to the bulk:

f → fcc − �
̄Scl − hcl�gll
Rflc − �
̄Scr − hcr�grr

R frc. �35�

These terms are found to involve a negligible effect with the
models used below.

The electronic density propagation is specialized to the
mixed representation. In this representation an analytical ex-
pression, as derived next, is obtained within a wide-band-
limit �WBL� treatment. This WBL is appropriate for analyz-
ing the dependence of the transient transport on the key
parameters of the electronic channels.

The Hamiltonian used to generate a wide-band approxi-
mation to the bulk density of states �DOS� has �subject to a
chemical potential, �0� the form h0��
̄−�0�S. One can eas-
ily show that, for such a Hamiltonian, the retarded GF has a
wide-band-limit representation of the form

gl
R =

1

�0 + i�b
Sll

−1, �36�

where an equivalent grr
R for the right electrode is also used.

For convenience the Fermi energy of the bulk ��0� is set to
zero. We also represent finite bandwidth aspects by setting
the surface GF to zero at energy regions beyond the modeled
band structure. This is essential for studying bound states
included in the device region �with energies beyond the sur-
face band structure� as analyzed below.

We simplify the SE expressions by assuming

��t� = �0��t� . �37�

The general master equation in the mixed representation �Eq.
�34�� takes the following form:

i
�

� t̄
�Gcc

��t̄,
̄� = ��hcc + �0
R��Gcc

��t̄,
̄�

− �Gcc
��t̄,
̄��hcc + �0

A��

+ i�
−�

�

d
��vcc�t̄,
��Gcc
��t̄,
̄ − 
��

− Gcc
��t̄,
̄ + 
��vcc�t̄,
��� . �38�

This transforms the imaginary part of the general relation
�Eq. �28�� by the appropriate decay factor. This leads to a
time propagation equation, which is the WBL form of the
general master equation �see Eq. �34��:
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Gcc
��t̄,
̄� = Gcc

0,��
̄� + i�
t0

t̄

dt̄�e−i�hcc+�0
R��t̄−t̄��

�� d
��Gcc
��t̄�,
̄ + 
��vcc�t̄�,
�� − vcc�t̄�,
��

�Gcc
��t̄�,
̄ − 
���ei�hcc+�0

A��t̄−t̄��. �39�

The complexity in this expression is due to the convolu-
tion integral in 
̄ and the infinite nature of the system con-
tributing dissipation effects. We use TD perturbation theory
to simplify the full propagation solution for �G��t̄ , 
̄��. The
first-order treatment corresponds to single-photon transition
dynamics, or alternatively, yields the conductance at zero
bias for a simple potential bias perturbation. A second-order
expansion is required to treat two photon excitations. The
first-order TD expansion of the GF is

Gcc
��t̄,
̄� = Gcc

0,��
̄� + i�
t0

t̄

dt̄�e−i�hcc+	0
R��t̄−t̄��

�� d
��Gcc
0,��
̄ + 
��vcc�t̄�,
�� − vcc�t̄�,
��

�Gcc
0,��
̄ − 
���ei�hcc+	0

A��t̄−t̄��, �40�

where Gcc
0,��
̄� is the propagated �zeroth order� GF. At any

given time step, t̄= tn, G��t̄ , 
̄� can be updated from the pre-
vious time step, tn−1, with a proper shift by the propagator.
We also note that a larger time step in the simulation corre-
sponds to fewer frequency-domain data points in the convo-
lution integral. This leads to an efficient and manageable
simulation. Here, this mixed representation is used in evalu-
ating the current on a model system as described next.

We concentrate in this study on the TD conductance effect
through a one-dimensional wire composed of hopping sites.
We assume a tight-binding scenario where interactions are
included only between neighbor sites. The device region is
defined after dividing the system to three regions, where the
central region is the device bonded to two semi-infinite bulk
wires. In the results reported below we include two sites to
define the device region. An illustration of this system along
with the relevant electronic parameters is provided in Fig. 2.
We note that � and s are the electronic and overlap coupling
terms. The diagonal terms of the model Hamiltonian are set
to the initial Fermi energy of the system. Accordingly, we
express the current operator �see Sec. III for further detailed
discussion� with the numerical values assigned to the elec-
tronic integrals in the Hamiltonian

O = i� 0 �d

− �d 0

 . �41�

In all calculations reported below in Sec. III we set the FE
to zero ��0=0�. This also defines the on site energies as
described in the figure. We have also used, for the electronic
coupling terms unless differently specified: �d=0.25 eV,
�l=�r=0.25 eV. We use a sufficiently small value ��d
=0.005 eV� for the fundamental broadening factor added to
the imaginary component of the Hamiltonian used to calcu-

late the G0
R �see Eq. �32��. This describes the unperturbed

equilibrated system. The bulk GF is associated with another
fundamental broadening factor ��b� of effectively 0.025 eV
when the mixing parameter is 0.25 eV �see Eq. �36��. For
selectively tuning the broadening of only the open channels
and leaving the bound states unaffected, �b is modified while
�d is kept constant. Finally, we note that in all calculations
the target bias potential is set to 0.2 eV.

F. Current evaluation

We now describe the evaluation of the current from the
time propagated G� function. In the second-quantized repre-
sentation, most dynamical variables �e.g., dipole, spin, and
current operators� can be expressed in terms of one pair of
field operators �see also Eq. �4� and �5��:

Ô = �
−�

�

dx��̂†�x��O�x���̂�x�� , �42�

where the function O�x�� is the one-particle case for a many-
body operator. For example, given the number density opera-
tor for a system of N particles at position r�, where

�n=1
N ��x�n−r��, Ô becomes O�x��=��x� −r��. The grand-

canonical expectation value of any dynamical variable �see
Eq. �4�� is given by

�Ô�t1�	 = − i�
−�

�

dx�1 lim
x2→x1

�O�x�1�G��x1,x2�� . �43�

Given the basis set representation �Eq. �13��, this expectation
value can be expressed as a product of two matrices

�O�t1�	 = − i Tr� lim
t2→t1

�OG��t1,t2���
= − i Tr� lim

�t→0,t̄→t1

�OG��t̄,�t���
= Tr� lim

t̄→t1
� − i

2�
�

−�

�

d
̄OG��t̄,
̄�
� , �44�

where Oij=�−�
� dx̃
i�x̃�O�x̃�
j�x̃�. Let us now consider the

specific case of the current-density operator. One can show
that, for this operator,

FIG. 2. �Color online� One-dimensional wire composed of an
array of hopping sites. The central region corresponds to the device,
which can be set to different site to model doping. The coupling
terms within the device are denoted as �d, coupling of the device
bulk �l and � for the bulk region. Corresponding s terms for the
overlap are defined as well.
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O�x�� = − i��� x��x� − r�� + ��x� − r���� x� . �45�

The current-density operator is position dependent. It can be
expressed in an LCAO basis

O ji�r�� = i�
i�r���� 
 j�r�� − 
 j�r���� 
i�r��� , �46�

and, in matrix form, is Hermitian under permutation of the
indices i and j. The electron current through a given plane is
calculated by tracing �−iOG��. This trace, which is the vec-
tor current density defined in an AO basis, is then expressed
on a spatial grid. The current is finally obtained by integrat-
ing over the plane, which is perpendicular to the flux direc-
tion.

III. RESULTS

The conductance due to electronic transmittance through
a single-quantum channel is analyzed for transient effects.
We use the parameters as listed in Sec. II E, where only �b is
effectively increased by a factor of 3. We start by demon-
strating the dramatic effect of the applied time-shaped poten-
tial pulse. In Fig. 3, conductance due to four potential pulses
is provided. In all cases, for convenience, sufficiently slow
turn-on events �elapsing 15 fs� are followed by differing time
durations at the target bias and/or differing turn-off rates.
�The 15 fs corresponds to about three periods of a system
characterized by 1 eV transition energy. We analyze below in
detail its relative adiabaticity as determined in reference to
other system parameters.� The responding current evolves to
steady state upon a long enough constant bias. We study the
effect of turning off the pulse adiabatically versus applying
an abrupt perturbation on the achieved steady-state current
under the target potential bias. All potential switching slopes
are defined by one quarter of a sinus function stretched over
different time periods and, therefore, are described by con-
tinuous and analytical functions. The actual potential ramp-
ing profiles are illustrated in the left of the figure. An addi-
tional curve which includes also bound states is provided for
comparison.

First we draw attention to the current under constant po-
tential bias. All I�t� curves achieve the same steady-state cur-
rent, as expected, since all ramping potentials are set to the
same bias target. The related steady-state currents are evalu-
ated by I�V�= V

2 g0�
�d	

��d
2+	2� �, where g0=e2 /h �a factor of two

would be added to account for the spin degree of freedom�, V
is the voltage drop, and �d and 	 are the electronic coupling
and bulk self energies, respectively, as defined above. These
corresponding steady-state currents are confirmed to agree
with the long-time limit of the propagation when the applied
TD bias is constant for a sufficiently long time. The ac re-
sponse component is shown to decay due to the bulk dephas-
ing effects. In all cases involving �sufficiently� adiabatic
switching, the amplitude of the transient ac response is much
smaller than the developed dc. The added bound states are
shown to result with persisting oscillations as the bulk is not
effective in dissipating their effect on the conductance. We
focus, next, on the effect of pulse duration on the conduc-
tance.

In Fig. 4 we provide the TD conductance for three pulses
that differ only in the length of the pulse. The conductance of
the three pulses are shown �right panel� to correspond to the
same developing steady state. We are also providing the cor-
responding �t̄ , 
̄� Wigner distributions of the current in a
form of a projection on a color scheme �left three panels�.
The current distributions are the integrand in Eq. �44� evalu-
ating the TD expectation value of the current �see Eq. �43��.
In the figure, two rows with varying color-plot scales are
provided. In the upper row we use a scale to provide an
overall view of the distribution. The switching events’ signa-
ture is clearly visible. In the lower row we use a smaller
scale, highlighting the steady pulse region while including
the switching events. The contributions of both the ac and dc
components to the steady-state current can now easily be
distinguished.

We also note that the Wigner current distributions exhibit
quantum broadening �smearing�, where, for example, the re-
sponse to the voltage pulse seems to begin before pulse ini-
tiation. This is a direct consequence of time-energy uncer-
tainty principle. A real �quantum� probe cannot provide the
behavior of the current energy density at a specific time. This
is also evident by observing the current which is obtained by
integrating the Wigner current distribution over 
̄ �Fig. 4�.
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FIG. 3. �Color online� TD conductance �I�t�� due to three dif-
ferent pulses was studied. All pulses correspond to an analytical TD
potential bias function, where the same rate is used for the turn on
�elapsing 15 fs�. They differ in the rate of the turn-off and the length
of the pulse at the target bias. An I�t� for a case with bound states is
also provided: �i� Black dotted line: slow rate of turn off �15 fs�. �ii�
Red line with plus symbols: shorter pulse at target. �iii� Green line
with circles: fast turn-off pulse �elapsing 1 fs�. �iv� Brown fine and
solid line: like �i� with two additional bound states. �Bottom� The
potential ramping profiles are illustrated.
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The current is shown to begin at the correct time as expected
for a physical observable. The current distributions provide
insight at the quantum-mechanical level on the identified dc
and the ringing components of the TD current response.

We focus now on the dc component of the conductance
response and analyze it using the current distributions. In
Fig. 4 the conductance of the two-site model is shown to be
dominated by one open channel. The transient conductance,
as observed upon switching on, is shown to emerge from the
related band, where the positive sign is associated with the
upper portion �in energy� of the band. The lower part of the
band is shown to dissipate at long enough time following the
switching event leading eventually to the steady state. At the
steady state only positive current contributions are noted.
The switching off event is essentially characterized by mir-
roring the band structure of the switch-on event, where the
upper part of the band becomes the negative conduction con-
tributions. The ac component as analyzed next emerges due
to interferences between the existing channels.

We consider again Fig. 3 focusing on the turn-off event. It
is interesting to note that an ac response component may
persist over several cycles after the turn-off event depending
on the switching rate. For the slower switching rates the

number of the ringing oscillations and their amplitudes be-
come smaller. The green curve with circles corresponds to
the current under a fast rate for the potential turn off �elaps-
ing 1 fs�. This relatively abrupt change leads to a strong
ringing mode with amplitudes which exceed the prior dc
current by an order of magnitude. This is a very strong os-
cillating response, and its dissipation may extend over sev-
eral periods depending on the details of the electronic param-
eters and the TD details of the perturbation. In addition, the
presence of bound states, as shown in the figure, results with
the persistence of the ac oscillations. These aspects are fur-
ther analyzed below.

A strong perturbation applied on a developed steady state
leads to a TD current dominated by the ac component. This
clearly has an important effect on the functionality of mo-
lecular and nanoscale devices. In Fig. 5 we provide several
I�t� curves, which demonstrate the dramatic dependence of
the decay time on the bias-switching rate. We emphasize that
even with the slowest switching case a strong transient nega-
tive current upon turn off is observed. The first negative am-
plitude in absolute value exceeds the prior steady-state cur-
rent for the relatively slow switching event over 15 fs. The
slowest case involving switching over 30 fs reaches about
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FIG. 4. �Color online� Time span at the target bias study: �i� short �50 fs�, �ii� medium �100 fs�, and �iii� long �200 fs� pulse. Left panel:
I�t� curves. Three right panels: Current distribution with differing color maps between the lower and upper panels.
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FIG. 5. �Color online� Switch off rate study: �i� slow switching �30 fs�, �ii� medium �15 fs�, and �iii� quick �1 fs� rates. Left panel: I�t�
curves. Three right panels: Current distributions with differing color maps between the lower and upper panels.
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the same value as the steady-state current for the same re-
sponding amplitude, and shows, as expected, the smallest
number of oscillations prior to settling on the zero current.
Next, we consider the corresponding Wigner current distri-
butions under differing rates of the turn-off event.

In Fig. 5 we compare the Wigner forms of the current for
cases differing significantly in the bias turn-off rate. The
Wigner current distribution of the most abrupt case is shown
on the rightmost color-map panel. The resulting strong oscil-
lations following the switching event are an order of magni-
tude larger than the calculated preceding dc values. We,
therefore, include �in the lower panel� the current distribution
at times where the dc component is still dominant. We use a
color-map scale that highlights the ac oscillations in this tem-
poral domain �lower row�. The ringing and steady-state ac
responses are both concentrated about the same value of 
̄.
This value corresponds to an energy shift relative to the elec-
tronic level of the propagated state underlying the dc re-
sponse. An important observation, therefore, is the associa-
tion of the ac response at steady conditions to the strong ac
ringing response due to the relatively abrupt switching event.
The shift originates from quantum interference effects as de-
scribed below. Hence, we focus now on the electronic struc-
ture features affecting the dc and ac components.

In order to analyze the origin of this energy shift we con-
sider the electronic structure of conducting channel models
involving two sites as used in the TD current calculations. In
Fig. 6 �left side� the electronic-energy DOS with three dif-
ferent base values for the broadening �imaginary smear fac-
tor parameter� of the bulk GF �see Eq. �36��. Changing the
bulk broadening factor ��b� allows us to selectively broaden
only the open channels. Bound states, which will be explored
following the two conducting channels analysis, remain
properly unbroaden by this factor. The corresponding TD
conductance plots are provided at the right side of the figure.
As expected, increasing the broadening results with a larger
conductivity at steady state. The I�t� curves also demonstrate
the dissipation effects due to the broadening on the conduc-
tance oscillatory features. The TD oscillations are shown to
dissipate quicker with increasing the broadening. Clearly,
upon sufficient broadening of the participating bands in the
interference, where, for example, the two channels become
one effective band, the oscillatory component of the conduc-
tion is almost completely dissipated. We focus next on the
energy shift related to the value at which the oscillatory re-
sponse is observed in the Wigner plots.

The current distributions associate the oscillatory re-
sponse of the current to interference fringes. The interfer-

ences are observed at energy shifts from the open-channel
energies determined by the superposition of the two interfer-
ing states. This can be understood by simplifying the general
propagation expression provided in Eq. �28� assuming that
the lesser GF has a peak at bulk affected states �o �G��
̄�
�G�o

���
̄−�o��. We also use Eq. �22� to grossly approximate

G��t̄ , 
̄� by

ie−i��i−�j�t̄�
t0

t̄

dt̄�ei��i−�j+2�o−2
̄�t̄�ṽ�2�
̄ − �o��G�o

� . �47�

In the last expression, �i, � j, and �o represent bulk affected
states �open channels�. Interference fringes are, therefore,
shifted by ��i−� j� /2 from �o on the 
̄ axis. Furthermore, they
will oscillate in time t̄ with frequency ��i−� j�. The interfer-
ences that will actually affect the current depend on the un-
perturbed device’s electronic structure and the details of the
applied perturbation.

We now turn to focus on systems with bound states added
to the open channels. These states do not mix with the bulk
electronic structure bands. The bound states do not contrib-
ute conducting �open� channels coupling the two bulks as
they do not mix with the bulk band structure. It is interesting
to note recent reports, where bound states are shown to en-
hance the transient ringing response due to an applied poten-
tial pulse.37,38 We show that bound states can lead to an
oscillating response only under certain conditions. These
conditions introduce a symmetry-breaking effect where the
coherence-driven contribution due to the two interfering
bound states involves a relative phase shift between the two
states. A simple example for introducing such a shift is pro-
vided next.

We consider two systems, where one system includes a
symmetric population of the two bound states and the second
has only one of the two located below the designated Fermi
energy, namely, their population is very different. The bound
states are clearly apparent in the electronic DOS, which are
plotted in Fig. 7�a�. The resulting I�t� plots responding to the
�relatively� adiabatic potential pulse are provided in Fig.
7�b�. It is shown that persisting oscillations of the current are
obtained only for the case with the asymmetry introduced in
the population. The current �I�t�� for the other case with both
bound states populated is, however, not different from the
case which has no bound states added. We next analyze the
band structure of the current operator for these systems with
the added bound states.

In Figs. 7�c� and 7�d� we provide the Wigner plots of the
cases with the symmetric population and the asymmetric
population, respectively. For both, the dc band at about
−0.25 eV due to the lower-state open channel is observed.
The dissipative interference between the two open channels
is observed at 0 eV. We then note the contribution due to the
populated bound states that is overall vanishing at the
switching times. In Fig. 7�c� their interference at −1.0 eV
also results in a complete cancellation of the integrated result
leading to the current due to the symmetry of the two bound
states. Only a symmetry-breaking gating field will lead to a
nonvanishing contribution to the current for this interference.
This is shown in Fig. 7�d� where the interference of the two
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FIG. 6. �Color online� The two-site system with three different
broadening �base� factors. �Left� The electronic DOS. �Right� The
associated I�t� curves.
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bound states occurs at about −0.1 eV and leads to the per-
sisting oscillation of the current. We describe further in detail
the conditions for the bound-state presences leading to oscil-
lation elsewhere.

We now consider the effect of the relative scales of the
electronic parameters within the model Hamiltonian on the
transient effects of the conductance. The electronic coupling
values are related to distances between neighboring sites or
relative electronic charge capacities between these sites. All
cases considered here involve the relatively adiabatic bias-
switching rate �over 15 fs� and a nonadiabatic turn-off event
�1 fs�. Figure 8 provides the density of states for the different
cases of the electronic mixing parameter. We note the bigger
splitting around the Fermi energy �FE� and broadening upon
the increase of the mixing parameter. Figure 8 also provides
TD conductance curves �left� and their corresponding
Wigner distributions for the three cases with different elec-
tron coupling ��d� values as specified. The developing dc
�steady state� is shown to increase with increasing absolute
values of the electronic mixing parameter. This is also asso-
ciated with a decrease in ac amplitude, where the strongest
transient response for the system is observed with the weak-
est mixing parameter.

We also note that varying the electronic coupling param-
eters leads to either delocalization or localization of t̄ and 
̄
variables in the Wigner current distributions. The Wigner
plots show that for the same perturbation the rate of the
switch on becomes essentially adiabatic for a large enough
electronic coupling value. In addition, a decrease in the elec-

tronic coupling parameters leads to localization of the rel-
evant energy range involved in the current-distribution re-
sponse. Therefore, increasing ��� leads to t̄ localization and 
̄
delocalization of the current response to the switching. This
is the expected dependence on the parameters that control the
energy coupling strength between neighboring sites.

As a final aspect of TD conductance, we consider now a
two-state system with a driving TD perturbation. The DOS
and the related conductance response to a driving ac poten-
tial with its frequency tuned exactly to the energy levels
difference is illustrated in Fig. 9. We now compare to the
current upon applying a symmetry-breaking dc potential bias
and treat this as the unperturbed system. The corresponding
DOS is shown to result with a slight energy splitting of the
two bands. This also leads to reduction of the current, where,
however, the broadening ensures that most of the current is
not eliminated. More interestingly, a beating frequency is
also noted. These two effects are a consequence of the bands
being further split which effectively detunes the focused la-
ser field.

The coherence mediated conductance is also analyzed by
the current distributions. Two cases are considered. In the
upper panel of Fig. 9 the current distributions of the case
with only one open channel being occupied are provided. We
note that the major contribution to conductance is from the
direct interference of the two states as expected. This is what
the applied laser is tuned to. An additional current-
distribution band is located at the opposite shift from the
electronic device state. The shift is defined by the energy
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FIG. 7. �Color online� The two-site system including two additional bound states. The interference involving the bound-state results with
a persistent current oscillation: �a� the electronic density of states. �b� The I�t� curve. Wigner plot of the current distribution: �c� with two
stable bound states, �d� with one stable bound state, and with one unoccupied.
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average of the two open channels. We note that the opposite
shifts �each away from the other state� are shown to contrib-
ute substantially to the current. A contribution below the
ground state is observed only for the system involving a
single-site occupation. In the lower panel, the case with both

open channels being populated is considered. For this system
an additional band located at the same shift above the higher
energy open-channel band is introduced. We also note that
applying the same ac on the dc-biased system results with a
different shift on the two types of the bands. In this case, the
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FIG. 8. �Color online� The effect of the strength of electronic coupling ��d� on TD conductance: �a� the electronic density of states. �b�
The I�t� curve. �c� Three Wigner plots of the current distribution for the system including the two additional bound states with the different
�d each with a different color scaling scheme.
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the two-state system. Current distribution of: �up� tuned system and �low� dc detuned, and �center� one state occupied and �right� two states
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structure of the major shift due to the 
̄ dependence is dis-
torted. This energy dependent shift is responsible to the beat-
ing that is observed in the calculated I-t curves.

IV. CONCLUSIONS

A formalism based on propagating the K-B electronic
e.o.ms is implemented to study transient and TD effects of
current through model electronic channels. This is achieved
by solving the equations of motion in a mixed time-
frequency representation. In this formalism, SE expressions
in the energy domain represent the bulk effects on the elec-
tronic densities. Namely, bulk-induced broadening effects on
the device’s electronic structure are directly included in the
propagation. We also note that our approach is based on the
more physical appropriate nonpartitioned scheme56 as re-
cently pursued in real-time treatments.41,45,57

Our approach by using the SE expressed in the frequency
domain avoids the difficulties in propagating open systems in
real-time representation. This provides an efficient and reli-
able framework for including the contact effects on elec-
tronic conductance. This provides the opportunity to benefit
from highly efficient low-order TD perturbation treatments
and to avoid difficulties related to real-time propagations.
The effectiveness of the linear response implemented here
was confirmed by its ability to reproduce the related steady-
state description upon a long enough constant perturbing dc
bias. The low-order perturbation treatment is highly useful in
addressing weak perturbations where the “bending” of the
perturbed electronic states can still be neglected. This ap-
proach as implemented, therefore, is useful for studying
spectroscopy of open systems and transport under low bias
perturbations.

Furthermore, as opposed to approaches based on real-time
propagation of density matrices, our approach treats directly
the coupling of the device to the bulk system in the propa-
gation. Namely, induced device-based minibands are being
propagated. This also allows the resolving of the features
within the bulk-induced miniband that determine the tran-
sient conductance of the electronic channels. We relate the
transient features to quantum interference effects between
the device channels or present bound states.

We analyze in detail the interplay between the fundamen-
tal electronic parameters and the TD conductance through
electronic channels. The parameters include the rate of po-
tential switching event, electronic coupling strength between
neighboring sites mediating the electron transfer, and the
overall electronic broadening factor representing a host of
mechanisms leading to the broadening of the electronic state.
Several time-dependent currents and their Wigner current
distributions under different applied potential pulses were
compared. The system’s ability to decay to its equilibrium
state after bias turn off, or to achieve a pure dc current at
constant bias, was studied. We show that optimization of the
dc over ac response �or vice versa� can be attained by con-
trolling the electronic coupling terms and/or shaping the ap-
plied TD potential pulse. The tuning of the broadening term
was also shown to vary the quantum dephasing effects due to
the electrodes and therefore to different decay rates of the
ac/ringing response.

The effect of the presence of bound states on the conduc-
tance was also studied. The presence of device-bound states
may result with long time persisting oscillations, which can
dissipate only through other mechanisms. We find that the
oscillatory response due to bound state is dependent on a
symmetry-breaking scenario between the interfering bound
states. Finally we have also studied the coherence-driven ac
and the effect of a present dc bias at the unperturbed state.
The effect of the dc-induced band shift on the coherence-
driven ac response was analyzed using the Wigner form of
the current distribution.
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APPENDIX

We begin with the mixed-representation equation of mo-
tion of the full system �Eq. �23��:

�

� t̄
G��t̄,
̄� = i�G��t̄,
̄�,h0� + i� d
��G��t̄,
̄ + 
��v�t̄,
��

− v�t̄,
��G��t̄,
̄ − 
��� . �A1�

where h0=S−1/2h0S−1/2, v�t̄ ,
��=S−1/2v�t̄ ,
��S−1/2, and
G��t̄ , 
̄�=S1/2G��t̄ , 
̄�S1/2. Here h0, v�t̄ ,
��, and G��t̄ , 
̄�
are in the AO representation and S is the AO overlap matrix.
We note that Eq. �A1� applies to a system that is infinite in
extent. Our goal is to derive an appropriate mixed-
representation equation of motion for a finite system under
the influence of infinite baths. We will do this by partitioning
our system into a device region and two bulk regions:

h0 = �h0LL h0LC 0

h0CL h0CC h0CR

0 h0RC h0RR
� , �A2�

S = �SLL 0 0

0 SCC 0

0 0 SRR
� , �A3�

v�t,
� = �0 0 0

0 vCC�t,
� 0

0 0 0
� , �A4�

G��t̄,
̄� = �GLL
� �t̄,
̄� GLC

� �t̄,
̄� 0

GCL
� �t̄,
̄� GCC

� �t̄,
̄� GCR
� �t̄,
̄�

0 GRC
� �t̄,
̄� GRR

� �t̄,
̄�
� . �A5�

Note that we make the following two important assumptions:
first the system-bulk coupling overlap submatrices �SLC, SRC,
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etc.� are zero, and second, the TD perturbation is nonzero
only in the device �CC� region. This derivation will lead to a
generalized quantum master equation �GQME� with memory
terms that resemble the weak system bath coupling memory
kernel for the density-matrix GQME. Partitioning yields the
following equations of motion:

i
�

� t̄
GCC

� �t̄,
̄� = �h0CC,GCC
� �t̄,
̄��

+ �
I�L,R

�hCIGIC
� �t̄,
̄� − GCI

� �t̄,
̄�hIC�

+� d
��vCC�t̄,
��GCC
� �t̄,
̄ − 
��

− GCC
� �t̄,
̄ + 
��vCC�t̄,
��� , �A6�

i
�

� t̄
GIC

� �t̄,
̄� = h0IIGIC
� �t̄,
̄� + h0ICGCC

� �t̄,
̄�

− GII
��t̄,
̄�h0IC − GIC

� �t̄,
̄�h0CC

−� d
��GIC
� �t̄,
̄ + 
��vCC�t̄,
��� ,

�A7�

where I�L ,R. Furthermore, given the assumptions made on
the overlap matrix, we have vCC�t̄ ,
��=SCC

−1/2vCC�t̄ ,
��SCC
−1/2,

h0IJ=SII
−1/2h0IJSJJ

−1/2, and GIJ
��t̄ , 
̄�=SII

1/2GIJ
��t̄ , 
̄�SJJ

1/2 for I ,J
�L ,C ,R. In addition, we will assume that the last term in
Eq. �A7� is negligible. In studying large chemical systems in
the AO representation, this can easily be achieved by extend-
ing the dimension of the device beyond the spatial extent of
the perturbation �assuming that the perturbation is finite in
spatial extent�. We now divide the lesser GF into a sum of
two parts, as follows,

G��t̄,
̄� 
 G0,��
̄� + �G��t̄,
̄� , �A8�

where G0,��
̄� is the lesser GF in the absence of a TD per-
turbation �i.e., Hamiltonian is constant in time� and
�G��t̄ , 
̄� is the remainder �i.e., the part that carries all per-
turbation effects�. The G0,��
̄� is the lesser GF at t̄= t0→
−�. It is merely the contribution to the GF in the absence of
a time-dependent perturbation. Note furthermore, that
G0,��
̄� does not depend on t̄ by definition of the Green’s
function. This implies that

�

� t̄
G0,��
̄� = 0, �A9�

and therefore,

�

� t̄
G��t̄,
̄� =

�

� t̄
�G��t̄,
̄� . �A10�

Using these properties and the approximations above, we can
rewrite Eqs. �A6� and �A7� in terms of �G��t̄ , 
̄�:

i
�

� t̄
�GCC

� �t̄,
̄� = �h0CC,�GCC
� �t̄,
̄��

+ �
I�L,R

�hCI�GIC
� �t̄,
̄� − �GCI

� �t̄,
̄�hIC�

+� d
��vCC�t̄,
��GCC
0,��
̄ − 
��

− GCC
0,��
̄ + 
��vCC�t̄,
���

+� d
��vCC�t̄,
���GCC
� �t̄,
̄ − 
��

− �GCC
� �t̄,
̄ + 
��vCC�t̄,
��� , �A11�

i
�

� t̄
�GIC

� �t̄,
̄� = h0II�GIC
� �t̄,
̄� − �GIC

� �t̄,
̄�h0CC

+ h0IC�GCC
� �t̄,
̄� . �A12�

We can integrate these equations as suggested in the formal-
ism by redefining �GIC

� �t̄ , 
̄� as follows:

�GIC
� �t̄,
̄� 
 e−ih0II�t̄−t0��GIC

� �t̄,
̄�eih0CC�t̄−t0�. �A13�

Upon substitution of definition �Eq. �A13�� into Eq. �A12�,
we get

�GIC
� �t̄,
̄� = �

−�

t̄

dt̄�eih0II�t̄�−t̄�h0IC�GCC
� �t̄,
̄�e−ih0CC�t̄�−t̄�.

�A14�

Note that we begin integrating at −� because unlike v�t�,
which starts at some finite t0, v�t̄ , 
̄� is potentially infinite in
extent. In practice, we would choose a finite lower integra-
tion limit with absolute value much larger than 1 /�, where �
is the smallest broadening in the portion of the density of
states that contributes to the relevant dynamics. Equation
�A14� together with the property �GIC

�†�t̄ , 
̄�=−�GCI
� �t̄ , 
̄�

can be substituted into Eq. �A11� to give

i
�

� t̄
�Gcc

��t̄,
̄� = �hcc,�Gcc
��t̄,
̄�� +� d
��vcc�t̄,
��Gcc

��t̄,
̄

− 
�� − Gcc
��t̄,
̄ + 
��vcc�t̄,
���

+ �
−�

�

dt���R�t̄ − t���Gcc
��t�,
̄�e−ihcc�t̄−t��

− eihcc�t̄−t���Gcc�t�,
̄�	A�t� − t̄�� , �A15�

where the self energies �R�t� and �A�t� are defined as fol-
lows:
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�R�t� 
 �
I�L,R

h0CIgII
R�t�h0IC, �A16�

�A�t� 
 �
I�L,R

h0CIgII
A�t�h0IC, �A17�

gII
R�t� 
 − i��t�e−ihIIt, �A18�

gII
A�t� 
 i��− t�e−ihIIt, �A19�

where ��−t� is the Heaviside step function. The last two
equations are both solutions to

�i1
�

�t
− h0II
gII�t� = 1��t� . �A20�

One can readily show that the Fourier transforms of the last
equation gives the usual equations for the retarded and ad-
vanced GFs in the frequency domain.
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